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Cloudflare is a Internet security company working to build a better Internet, including
limiting the damage done by botnets. We protect more than six million web properties
around the world from Distributed Denial of Service (DDos) attacks. With over 115 data
centers in more than 50 countries, we serve approximately 10% of global Internet
requests, which is more web traffic than Twitter, Amazon, Apple, Instagram, Bing, &
Wikipedia combined. Every week, the average Internet user travels through our
network more than 500 times. In a typical day, the Cloudflare network of data centers
blocks more than 400 million DDoS attacks. This gives us a unique perspective on
where botnets are located and how they are being used to launch DDoS attacks.

Since Cloudflare was founded eight years ago, we have worked to make Internet
security easy and inexpensive so that anyone with a website can use leading-edge
technologies to ensure their visitors have a safe, secure, and reliable way to connect to
the Internet. In addition to standard web security services, Cloudflare offers emergency
protection for those in the midst of a DDoS attack, giving all users the ability to mitigate
attacks and keep themselves online.

We believe the power of innovation and cooperation can help address most of the
security issues we face today and will face tomorrow. As such, Cloudflare engineers
work closely with standards bodies, technical organizations working on network issues
and cybersecurity, and other Internet companies to identify and address cyber
vulnerabilities and limit cyberattacks.

While governments have played a key role in the development of the Internet, most of
the solutions to cyber threats come from the private sector and the technical
community. Rather than resorting to regulation or imposing one-size-fits-all standards,
governments should help foster the kind of innovation and competition that has
enabled the phenomenal growth of the Internet for more than twenty-five years. New
technologies, adoption of best practices by businesses and other organizations, smart
procurement, awareness raising, and greater transparency are the key to thwarting
botnets--not new legislation or regulation.



The key question is “How can a distributed, multi-pronged approach to botnets
convince the people running them and using them to find a new line of
work--preferably a legal one?”

Evolution of Botnet Attacks

When botnets first emerged as a problem more than fifteen years ago, almost all the
traffic was coming from compromised personal computers. Today, the situation is
much more complicated. Cloudflare data indicates that almost every major attack
exploits vulnerable corporate servers. Furthermore, cybercriminals have found ways to
exploit cloud computing services to launch attacks.

In a typical DDoS attack, a malicious party tries to make a website or web service
unavailable by overwhelming it with requests from compromised machines (called
“bots”) from around the world. If the volume of attacks from these bots is large
enough, the web server may become overloaded and unable to provide services to
legitimate clients. One way attackers generate sufficient traffic for successful DDoS
attacks is to collect and control a set of compromised machines or devices, known as a
botnet.

To increase the size of DDoS attacks even further, attackers use reflection or
amplification. In an amplification attack, the attacker uses a spoofed IP source address
to submit a query that will prompt a large reply back to the target IP address. These
attacks therefore require both an internet protocol vulnerable to reflection and servers
or internet devices that support the vulnerable protocol. Using these tools, it is very
easy for a botnet to magnify the amount of data delivered to the target twenty times or
more. Reflection attacks are relatively common; Cloudflare’s system detected a
reflection attack on average every 40 minutes, during a recent six-month period.
Although Cloudflare has publicly identified the protocols most often used for attack
(see Appendix A), attackers constantly look for new protocols that can be used for
reflection.

At the same time, cybercriminals are learning to harness the power of simpler devices
like connected cameras. In September, 2016, Mirai software was used to infect more
than 100,000 devices and unleash one of the largest DDoS attacks up to that time.
Early the following month, Cloudflare identified multiple large attacks coming from
Internet of Things (IoT) devices, like CCTV cameras, and described the attacks as the
new trend. (See Appendix B.) Later the same month, Mirai was used to disable DNS
service provider Dyn, which in turn had worldwide impact and resulted in popular
websites like GitHub, Twitter, Reddit, Netflix, and Airbnb being unavailable for hours.
(See Appendix C.). The attack on Dyn highlighted both the need to protect Internet of
Things (IoT) devices better and the need to defend against traffic coming from infected
loT devices. It also showed how an attack on one part of the Internet infrastructure can
affect dozens of the most popular websites and billions of users.


https://en.wikipedia.org/wiki/Dyn_(company)

Towards A Comprehensive Strategy for Addressing Botnet Attacks

To stop these types of attacks, attackers must be convinced they will be ineffective in
achieving the desired goal of taking down the website. Based on the extensive number
and type of attacks we've observed, Cloudflare suggests a holistic approach to stopping
these attacks, which needs to include four components: (1) Blocking DDoS traffic, (2)
Preventing reflection attacks, (3) Fixing or isolating the number of infected computers
and devices that comprise botnets, and (4) Taking control of the servers used to
command and control botnets.

The first and most immediate priority is to block traffic that is coming from the millions
of PCs, laptops, servers, and other devices that have been infected with malware and
are being used for attacks. The first defenses developed to block traffic from DDoS
attacks were hardware-based. However, over the last five years, cloud-based
techniques for identifying and blocking traffic from botnets have taken over this role
and have proven to be more effective, versatile, and cost-effective. This has been
particularly helpful in less developed countries, where the scarcity of IT skills makes it
hard to defend devices.

Companies like Cloudflare have developed very cost-effective means of using cloud
technology to detect and block malicious traffic during such incidents. Cloudflare’s
security services operate at the edge of the network, allowing us to adapt and mitigate
threats as they are identified and use the capacity of our network of data centers. Our
enterprise-class DDoS protection network, for example, has a capacity of more than 10
terabits per second. Operating at the edge also allows the use of the collective
intelligence of an entire network to identify and block new threats.

But the problem is that too many web site owners remain vulnerable to attack because
they have not taken advantage of any of the available solutions, some of which can be
installed in less than five minutes.

The second component of a strategy to address botnets is to prevent reflection attacks
by limiting the number of servers that are not properly configured. Much of this can be
accomplished by transparency and sharing information about improperly secured
networks. For example, network operators have largely made Smurf attacks -- the
original amplification attacks that date back to the late 1990s -- a thing of the past
simply by reconfiguring their systems in response to the threat. Similarly, in 2014, after
experiencing a large DDoS reflection attack with nearly 400 Gbps of traffic, Cloudflare
published a list of networks originating these attacks. (See Appendix D.) Within less
than two weeks, more than 75 percent of the vulnerable servers that had been
identified were no longer vulnerable. Projects to identify servers vulnerable to
reflection have an important role to play in this space, but the need for education and
efforts to encourage all levels of government and the private sector to take similar
steps remains.



The third component of a strategy addresses the most difficult challenge: How to fix or
isolate the tens of millions of devices that have been infected with malware and turned
into sources of DDoS traffic. Many of these are older devices with outdated or pirated
software, making them easy targets (and hard to fix). Since botnets can be found in
almost every country--on almost every ISP--a broad-based approach is needed. And
still, it is clear that it will not be possible to fix every infected machine. The private
sector can help address this problem by crafting new approaches and technologies,
such as remote remediation, isolation or disabling of devices.

The fourth and final component of a strategy for limiting the damage done by botnets
(and the profits they generate) is to find and shutdown the servers used to control
them and the services used to collect money from extortion schemes. The private
sector plays an important role in helping to identify command and control servers and
prevent their use. Since such command and control servers may be located in several
countries, however, such efforts require extensive international cooperation.

Promising Technologies and Techniques

New technology can help implement all components of this strategy. Companies
continue innovating to develop new ways of addressing the threat.

In order to block DDoS and prevent reflection attacks, for example, network operators
use a number of tools that help monitor networks, detect harmful traffic, and reduce
the effectiveness of attacks. If adopted more widely, these types of tools and
techniques could make the entire infrastructure of the Internet more resistant to DDoS
attacks. Examples include:

1) Tools like NetFlow / IP-FIX, which enable network providers to detect DDoS traffic
and ascertain where it is coming from. At Cloudflare we have had a positive
experience with these technologies, as discussed in the blog post (Appendix E)
by Marek Majkowski. Unfortunately, these technologies are rarely deployed by
the internet providers. This makes it very hard to assess the true source of
reflection attacks.

2) Tools for blocking unusual spikes in traffic. One example is BGP Flowspec, which
is defined in RFC 5575 and provides a versatile, granular options for filtering out
DDoS traffic.

3) Shrinking the packet size of DNSSEC to reduce the effectiveness of DNS
reflection attacks. This technique was described in a blog post (Appendix F) by
Dani Grant published in March 2017.

There are also technological solutions that can help address the growing threat posed
by botnets of IoT devices--and to protect 10T devices from attacks. Cloudflare, for
example, recently announced Orbit, which allows 1oT manufacturers to secure loT



devices. This cloud-based service enables 0T device manufacturers to have a Virtual
Private Network (VPN) for the devices they sell. Rather than relying on the devices
being always secure, the manufacturers can use the cloud as a layer of protection to
deflect exploits against a device that may not have been patched. This helps ensure the
loT devices that cannot or have not been patched are not taken over to launch DDoS
traffic.

These are just some examples of the existing tools and techniques for mitigating DDoS
attacks. Important research is being done in corporations and academia to develop
new techniques using technologies like artificial intelligence and machine learning. One
area of work that is particularly important (but often underappreciated) is efforts to
make anti-DDoS tools easier to deploy and use.

So we have the tools and techniques needed to address DDoS attacks--and more are
being developed. Most experts agree that 80-90% of all cyberattacks could be avoided
if all computer users simply practiced effective cyber hygiene and used easily-available
tools. The case is similar for Distributed Denial of Service attacks and botnets.

The Power of Private Sector Solutions

In many ways, botnets are at a point in their development that is similar to that of
spam fifteen years ago. At that time, the volume of spam was growing at an alarming
rate and defenses against it were still being developed. In response to the growing cost
and annoyance caused by spam, the United States Congress passed the CAN-SPAM Act
that empowered the Federal Trade Commission and law enforcement agencies to
bring charges against spammers. While some spammers were convicted, most spam is
difficult to trace and often comes from outside the United States. Despite the
CAN-SPAM Act, the amount of spam sent continued to grow so that by 2010, 80
percent all email messages (around 200 billion messages a day) were spam.

While legislation was not effective in preventing spam, nowadays a range of tools for
blocking spam prevent the vast majority of spam from reaching their target. ISPs
prevent spammers from sending spam. Corporate networks screen out spam,
particularly messages with malware attached. And email inbox software keeps spam
out of inboxes. Spammers cannot make money if the email messages they send are
never seen or opened. In addition, many organizations have security software to block
employees from clicking on URLs known to be associated with spam scams. And
governments have cracked down on the banks processing payments associated with
the phony products and services spammers are advertising. This kind of multi-pronged
effort has made it much less profitable to send spam than it was ten years ago.

Of course, cybercriminals have moved onto other more lucrative forms of online crime.
The rise of DDoS attacks is due in part to organized crime groups that use botnets to



knock websites offline and then demand extortion money from the website owner.
Ransomware is another new source of income of cybercriminals.

Transparency and Motivation

How can companies be encouraged to do more to ensure they are defended against
botnet attacks (and not inadvertently facilitating them)? One thing is greater
transparency. Data breach notification requirements that ensure companies inform
their customers when their personal data may have been compromised have
motivated companies to use encryption and other means to better protect the data
they collect.

Similarly, better information on which companies have suffered from DDoS attacks
(and why) could be very helpful in protecting best practices. Knowing the damage done
to victims can inspire other companies to install adequate anti-DDoS technologies.

Another place where transparency could motivate best practices is in DNS
amplification attacks. ISPs and companies like Cloudflare have data on which web
servers are not properly configured and are being used for amplify DDoS attacks.
Notifying the owners of these servers (and publicizing those who do not correct the
problem) could highlight the extent of the problem and encourage better cyber
hygiene.

It would also be very useful to compile and publish data and analysis on where DDoS
traffic is coming from, whose IT systems are being used for DNS reflection attacks, and
how many organizations are being adversely affected by DDoS attacks. Clearly, any
effort to collect and analyze such data would need to take into account the privacy of
network users. One of the biggest obstacles to identifying individual systems that are
compromised is that once they are identified and their owners notified, there will need
to be some way to respond to resulting requests for help in fixing vulnerabilities.

Even if network providers and network security companies do not wish to share data
on where specific bots are and which sites they are attacking, by aggregating and
analyzing such data, it would be possible put a spotlight on those countries that have a
particular large percentage of infected computers and poorly-configured servers (and
limited deployment of anti-DDoS services). Such “report cards” could help motivate
both government and private-sector efforts in those countries--and benefit website
owners around the world.

Governance and Stakeholders
For more than thirty years, there has been no global coordinating body guiding the

evolution of the Internet. Indeed, in some cases, different groups compete to develop
and promote different standards or guidelines to address specific challenges and



opportunities. This is a feature, not a bug. The idea that different ideas can “bubble up”
and get tested in the marketplace of ideas is why the Internet and the Web have been
able to evolve so quickly and grow so fast--and meet the varying needs of different
users and communities.

The evolution of the Internet has been guided by decentralized, bottom-up processes.
These include: (1) Standards-setting organizations such as the Internet Engineering
Task Force (IETF) and the World Wide Web Consortium (W3CQ), (2) The Internet
Corporation for Assigned Names and Numbers (ICANN) and the Regional Internet
Registries (RIRs), (3) NANOG and other network operators’ groups, (4) Groups
responsible for the security infrastructure of the Internet (e.g. certificate authorities),
(5) Computer Emergency Readiness Teams (CERTs) that respond to cyberattacks and
other major incidents, analyze threats, and exchange critical cybersecurity information,
and (6) A number of other organizations (e.g. the Internet Society and the Internet
Governance Forum).

The story is no different in the fight against botnets. Companies are competing to
provide new, cheaper, easier-to-use techniques for blocking DDoS traffic and prevent
DDoS attacks in the first place. Various companies and governments are collecting and
analyzing data on where threats and vulnerabilities are and how they are changing.
There is even a healthy competition between intergovernmental bodies trying to track
down users of botnets and help national law enforcement agencies arrest them. In
most technical areas, existing, private-sector-led bodies are doing a good job of
fostering new, innovative ways to make the Internet more secure, more robust and
more resilient, and more efficient. However, as mentioned above, there are many
areas where more work is needed to encourage owners and users of IT systems to use
available tools and techniques to make their systems--and the Internet--more secure.
Governments have a particularly important role to play in ensuring that their own
systems and services are resistant to DDoS attacks.

The Role of Government
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With relatively little effort and expense, Federal agencies could be excellent role
models in adopting best practices to protect their IT systems from attack. -

In addition to mandating a process to promote action against botnet attacks, Executive
Order 13800 requires agency heads to report on--and be held accountable
for--managing the cybersecurity risk to their networks. DDoS attacks must be
considered part of that risk. Given the availability of effective tools against DDoS
attacks, every agency head should have a strategy to mitigate the risks of an attack and
should be held accountable for any failure to protect against them.



The government must also ensure that its systems are not contributing to the problem.
As mentioned above, Cloudflare monitors cyberattacks and often detects DNS
reflection attacks, which use IP spoofing. One of the most egregious example of this
was the web site run by the Consumer Product Safety Commission (CPSC). As
explained in a Cloudflare blog last year (Appendix G), at one point, almost every major
DDoS attack using DNS amplification that Cloudflare detected was taking advantage of
the CPSC server. Clearly, the CPSC is just one agency; every agency needs to take steps
to ensure that they are not inadvertently “aiding and abetting” botnet users. Federal
agencies could work with the companies that have the data needed to detect and fix
servers that are improperly configured.
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One of the most important and most effective measures for motivating businesses and
other organizations to invest more effort and money in securing their digital assets has
been requirements that companies affected by data breaches report them. Similarly,
Securities and Exchange Commission regulations that require public companies to
report large cyberattacks, have highlighted the growth of such incidents and exposed
companies that had not devoted enough attention to cyber threats.

Currently, companies are not required to report large botnet attacks and the damage
they can cause. Public disclosure of such attacks would do a great deal to demonstrate
the growing threat they pose, the types of attacks, and how they are changing.
Ecth ™ simf-Trdgr-

The fact that many organizations are not using the many tools that are already
available to prevent malware from infecting their machines or to block DDoS traffic
from reaching them means that there is a clear need to do more to make computer
users and website owners aware of how they can protect themselves. Thus,
recently-introduced legislation or other mechanisms to help small business cope with
cybersecurity challenges could be helpful. In addition, new efforts by cybersecurity
trade associations and other business groups are helping highlight the threat posed by
botnets, particularly since last year's Mirai 0T botnet attacks. In addition, it would be
helpful if Internet Services Providers redoubled their efforts to inform their customers
on what they can do to prevent or mitigate DDoS attacks.
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As mentioned above, shutting down the command and control servers that manage
botnets needs to be part of any strategy to reduce the threat of DDoS attacks. This is
where law enforcement--coordinating with industry initiatives like Microsoft's Digital
Crimes Unit-- has a clear role.-

Acubrimf-onkibx- 1 ~ jdqr-

The Department of State, the Department of Commerce, the Department of Homeland
Security, and other agencies could help foreign governments raise awareness about



DDoS attacks and best practices for mitigating them. Similar efforts at the state and
local level could would also be useful.

Conclusion

Cloudflare commends the NTIA (and NIST) for engaging the full range of stakeholders
in their efforts to address the threat posed by botnets. We hope that the recent
executive order on cybersecurity will build even more momentum behind efforts to
convince cybercriminals that “DDoS doesn’t pay,” and look forward to contributing to
future workshops and discussions on this and related topics.
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APPENDIX A

Reflections on reflection (attacks)
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Recently Akamai published an article about CLDAP reflection attacks. This got us thinking.
We saw attacks from Connectionless LDAP servers back in November 2016 but totally
ignored them because our systems were automatically dropping the attack traffic without
any impact.

BY 2.0 image by RageZ

We decided to take a second look through our logs and share some statistics about
reflection attacks we see regularly. In this blog post, I'll describe popular reflection attacks,
explain how to defend against them and why Cloudflare and our customers are immune to
most of them.

1
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A recipe for reflection
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Let's start with a brief reminder on how reflection attacks (often called "amplification
attacks") work.

To bake a reflection attack, the villain needs four ingredients:

O«

A server capable of performing IP address spoofing.

A protocol vulnerable to reflection/amplification. Any badly designed
UDP-based request-response protocol will do.

A list of "reflectors": servers that support the vulnerable protocol.
Avictim IP address.

O«

Q¢ O«

The general idea:

O«

The villain sends fake UDP requests.

The source IP address in these packets is spoofed: the attacker sticks the
victim's IP address in the source IP address field, not their own IP address as
they normally would.

Each packet is destined to a random reflector server.

The spoofed packets traverse the Internet and eventually are delivered to the
reflector server.

The reflector server receives the fake packet. It looks at it carefully and thinks:
"Oh, what a nice request from sgd-ufbsh B! | must be polite and respond!". It
sends the response in good faith.

The response, though, is directed to the victim.

O«

O«

O«

O«

O«
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The victim will end up receiving a large volume of response packets it never had requested.
With a large enough attack the victim may end up with congested network and an interrupt
storm.

The responses delivered to victim might be larger than the spoofed requests (hence
~ B okhetb~shnm). A carefully mounted attack may amplify the villain's traffic. In the past we've
documented a 300Gbps attack generated with an estimated 27Gbps of spoofing capacity.

Popular reflections

During the last six months our DDoS mitigation system "Gatebot" detected 6,329 simple
reflection attacks (that's one every 40 minutes). Here is the list by popularity of different
attack vectors. An attack is defined as a large flood of packets identified by a tuple:
(Protocol, Source Port, Target IP). Basically - a flood of packets with the same source port to
a single target. This notation is pretty accurate - during normal Cloudflare operation,

incoming packets rarely share a source port number!
Count Proto Src port

3774 udp 123 NTP
1692 udp 1900 SSDP
438 udp O IP fragmentation
253 udp 53 DNS
42 udp 27015 SRCDS
20 udp 19 Chargen

19 udp 20800 Call Of Duty
16 udp 161 SNMP

12 udp 389 CLDAP
11 udp 111 Sunrpc
10 udp 137 Netbios
6 tcp 80 HTTP

5 udp 27005  SRCDS
2 udp 520 RIP
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Source port 123/udp NTP

By far the most popular reflection attack vector remains NTP. We have blogged about NTP
in the past:

O«

Understanding and mitigating NTP-based DDoS attacks
Technical Details Behind a 400Gbps NTP Amplification DDoS Attack
0 Good News: Vulnerable NTP Servers Closing Down

O¢

Over the last six months we've seen 3,374 unique NTP amplification attacks. Most of them
were short. The average attack duration was 11 minutes, with the longest lasting 22 hours

(1,300 minutes). Here's a histogram showing the distribution of NTP attack duration:
Minutes min:1.00 avg:10.51 max:1297.00 dev:35.02 count:3774

Minutes:

value |-=--=-=-mm oo o count
0| 2
1] * 53

8 | T H K H SIS H KK 5B
32 | * 72
64 | 35
128 | 11
256 | 7
512 | 2
1024 | 1

Most of the attacks used a small number of reflectors - we've recorded an average of 1.5k
unique IPs per attack. The largest attack used an estimated 12.3k reflector servers.
Unique IPs min:5.00 avg:1552.84 max:12338.00 dev:1416.03 count:3774

Unique IPs:
value |-—----===- - count
16 | 0
32 | 1
64 | 8
128 | FARFXE 111

8192 | 13

The peak attack bandwidth was on average 5.76Gbps and max of 64Gbps:
Peak bandwidth in Gbps min:0.06 avg:5.76 max:64.41 dev:6.39 count:3774
Peak bandwidth in Gbps:
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This stacked chart shows the geographical distribution of the largest NTP attack we've seen
in the last six months. You can see the packets per second number directed to each
datacenter. One our datacenters (San Jose to be precise) received about a third of the total
attack volume, while the remaining packets were distributed roughly evenly across other
datacenters.

25 Mpps

20 Mpps

15 Mpps

10:12 10:14 10:16 10:18 10:20 2 10:28 10:30

The attack lasted 20 minutes, used 527 reflector NTP servers and generated about 20Mpps
/ 64Gbps at peak.

Dividing these numbers we can estimate that a single packet in that attack had on average

size of 400 bytes. In fact, in NTP attacks the great majority of packets have a length of

precisely 468 bytes (less often 516). Here's a snippet from tcpdump:

$ tcpdump -n -r 3164b6fac836774c.pcap -v -¢c 5 -K

11:38:06.075262 IP -(tos 0x20, ttl 60, id 0, offset O, proto UDP (17), length 468)
216.152.174.70.123 > X.X.X.X.47787: [|ntp]

11:38:06.077141 IP -(tos OxO, ttl 56, id O, offset O, proto UDP (17), length 468)
190.151.163.1.123 > X.X.X.X.44540: [|ntp]

11:38:06.082631 IP -(tos 0xcO, ttl 60, id O, offset O, proto UDP (17), length 468)
69.57.241.60.123 > x.X.X.X.47787: [|ntp]

11:38:06.095971 IP -(tos Ox0, ttl 60, id 0, offset O, proto UDP (17), length 468)
126.219.94.77.123 > x.X.X.X.21784: [|ntp]

11:38:06.113935 IP -(tos 0xO, ttl 59, id O, offset O, proto UDP (17), length 516)
69.57.241.60.123 > Xx.X.X.X.9285: [|ntp]

Source port 1900/udp SSDP

The second most popular reflection attack was SSDP, with a count of 1,692 unique events.
These attacks were using much larger fleets of reflector servers. On average we've seen


https://en.wikipedia.org/wiki/Simple_Service_Discovery_Protocol

around 100k reflectors used in each attack, with the largest attack using 1.23M reflector

IPs. Here's the histogram of number of unique IPs used in SSDP attacks:
Unique IPs min:15.00 avg:98272.02 max:1234617.00 dev:162699.90 count:1691

Unique IPs:
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4096 | e
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16384 | Fhhhhhhkrkhrkrrhrhkhhhhkrkhkrkrxrkxrxx 176
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BI5536 | ek e e e e e 306
131072 | sksekookookooko ok ok ok ok ok 595
262144 I FhXKEAAXAETAXAKAX QF
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The attacks were also longer, with 24 minutes average duration:
$ cat 1900-minutes| ~/bin/mmhistogram -t "Minutes"
Minutes min:2.00 avg:23.69 max:1139.00 dev:57.65 count:1692

Minutes:

value |------=-——---———--m count
0| 0
1] 10

64 I *xk*k*k 4G
128 | * 19
256 | * 16
512 | 1
1024 | 2

Interestingly the bandwidth doesn't follow a normal distribution. The average SSDP attack
was 12Gbps and the largest just shy of 80Gbps:

$ cat 1900-Gbps| —/bin/mmbhistogram -t "Bandwidth in Gbps"

Bandwidth in Gbps min:0.41 avg:11.95 max:78.03 dev:13.32 count:1692

Bandwidth in Gbps:

value |----=-==-m—m oo count
4| Fokdkkkkkkkxxx 165

64 | *13


https://en.wikipedia.org/wiki/Normal_distribution
https://www.us-cert.gov/ncas/alerts/TA14-017A

Let's take a closer look at the largest (80Gbps) attack we've recorded. Here's a stacked
chart showing packets per second going to each datacenter. This attack was using 940k
reflector IPs, generated 30Mpps. The datacenters receiving the largest proportion of the
traffic were San Jose, Los Angeles and Moscow.

35 Mpps
30 Mpps
25 Mpps
20 Mpps

15 Mpps

10 Mpps

5 Mpps

0 pps
1610

The average packet size was 300 bytes. Here's how the attack looked on the wire:
$ tcpdump -n -r 4ca985a2211f8c88.pcap -K -c 7

10:24:34.030339 IP - 219.121.108.27.1900 > x.X.x.x.25255: UDP, length 301
10:24:34.406943 IP - 208.102.119.37.1900 > x.Xx.X.x.37081: UDP, length 331
10:24:34.454707 IP - 82.190.96.126.1900 > x.x.x.X.25255: UDP, length 299
10:24:34.460455 IP - 77.49.122.27.1900 > x.X.X.X.25255: UDP, length 289
10:24:34.491559 IP - 212.171.247.139.1900 > x.X.X.X.25255: UDP, length 323
10:24:34.494385 IP - 111.1.86.109.1900 > x.x.x.Xx.37081: UDP, length 320
10:24:34.495474 IP - 112.2.47.110.1900 > x.x.x.Xx.37081: UDP, length 288

Source port 0/udp IP fragmentation

Sometimes we see reflection attacks showing UDP source and destination port numbers
set to zero. This is usually a side effect of attacks where the reflecting servers responded
with large fragmented packets. Only the first IP fragment contains a UDP header,
preventing subsequent fragments from being reported properly. From a router point of
view this looks like a UDP packet without UDP header. A confused router reports a packet
from source port 0, going to port 0!

This is a tcpdump-like view:

$ tcpdump -n -r 4651d0ec9e6fdc8e.pcap -c 8

02:05:03.408800 IP - 190.88.35.82.0 > x.x.x.x.0: UDP, length 1167
02:05:03.522186 IP - 95.111.126.202.0 > x.x.x.X.0: UDP, length 1448
02:05:03.525476 IP - 78.90.250.3.0 > x.X.x.x.0: UDP, length 839
02:05:03.550516 IP - 203.247.133.133.0 > x.X.x.x.0: UDP, length 1472
02:05:03.571970 IP - 54.158.14.127.0 > x.x.x.X.0: UDP, length 1328
02:05:03.734834 IP - 1.21.56.71.0 > x.x.x.X.0: UDP, length 1250
02:05:03.745220 IP - 195.4.131.174.0 > x.x.X.X.0: UDP, length 1472
02:05:03.766862 IP - 157.7.137.101.0 > x.x.X.X.0: UDP, length 1122



An avid reader will notice - the source IPs above are open DNS resolvers! Indeed, from our
experience most of the attacks categorized as fragmentation are actually a side effect of
DNS amplifications.

Source port 53/udp DNS

Over the last six months we've seen 253 DNS amplifications. On average an attack used
7100 DNS reflector servers and lasted 24 minutes. Average bandwidth was around
3.4Gbps with largest attack using 12Gbps.

This is a simplification though. As mentioned above multiple DNS attacks were registered
by our systems as two distinct vectors. One was categorized as source port 53, and
another as source port 0. This happened when the DNS server flooded us with DNS
responses larger than max packet size, usually about 1,460 bytes. It's easy to see if that

was the case by inspecting the DNS attack packet lengths. Here's an example:
DNS attack packet lengths min:44.00 avg:1458.94 max:1500.00 dev:208.14 count:40000
DNS attack packet lengths:

value |-=--==- oo count

8| 0

16 | 0]

32 | 129

64 | 479

128 | 84

256 | 164

512 | 268

The great majority of the received DNS packets were indeed close to the max packet size.
This suggests the DNS responses were large and were split into multiple fragmented
packets. Let's see the packet size distribution for accompanying source port 0 attack:
$ tcpdump -n -r 4651d0ec9e6fdc8e.pcap \

| grep length \

| sed -s 's#.*length \([0-9]\+\).*#\1#g" \

| —/bin/mmbhistogram -t "Port O packet length" -1 -b 100
Port O packet length min:0.00 avg:1264.81 max:1472.00 dev:228.08 count:40000
Port O packet length:

value |-—---===—— oo count
0| 348
100 | 7
200 | 17
300 | 11
400 | 17
500 | 56
600 | 3
700 | ** 919
800 | * 520
900 | * 400

1200 | Fxxxx 1791



1300 | FxFHHEx 2057

About half of the fragments were large, close to the max packet length in size, and rest
were just shy of 1,200 bytes. This makes sense: a typical max DNS response is capped at
4,096 bytes. 4,096 bytes would be seen on the wire as one DNS packet fragment with an IP

header, one max length packet fragment and one fragment of around 1,100 bytes:
4,096 = 1,460+1,460+1,060

For the record, the particular attack illustrated here used about 17k reflector server IPs,
lasted 64 minutes, generated about 6Gbps on the source port 53 strand and 11Gbps of
source port 0 fragments.

We have blogged about DNS reflection attacks in the past:

O«

How to Launch a 65Gbps DDoS, and How to Stop One

Deep Inside a DNS Amplification DDoS Attack

How the Consumer Product Safety Commission is (Inadvertently) Behind the
Internet’s Largest DDoS Attacks

Q¢ O«

Other protocols

We've seen amplification using other protocols such as:

O«

port 19 - Chargen
port 27015 - SRCDS
port 20800 - Call Of Duty

Q¢ O«

...and many other obscure protocols. These attacks were usually small and not notable. We
didn't see enough of then to provide meaningful statistics but the attacks were
automatically mitigated.

Poor observability

Unfortunately we're not able to report on the contents of the attack traffic. This is notable
for the NTP and DNS amplifications - without case by case investigations we can't report
what responses were actually being delivered to us.

This is because all these attacks stopped at the network layer. Routers are heavily
optimized to perform packet forwarding and have a limited capacity of extracting raw
packets. Basically there is no "tcpdump" there.


https://blog.cloudflare.com/deep-inside-a-dns-amplification-ddos-attack/
https://blog.cloudflare.com/65Gbps-ddos-no-problem/
https://blog.cloudflare.com/how-the-consumer-product-safety-commission-is-inadvertently-behind-the-internets-largest-ddos-attacks/
https://blog.cloudflare.com/how-the-consumer-product-safety-commission-is-inadvertently-behind-the-internets-largest-ddos-attacks/
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We track these attacks with netflow, and we observe them hit our routers firewall. The
tcpdump snippets shown above were actually fake, reconstructed artificially from netflow
data.

Trivial to mitigate

With properly configured firewall and sufficient network capacity (which isn't always easy
to come by unless you are the size of Cloudflare) it's trivial to block the reflection attacks.
But note that we've seen reflection attacks up to 80Gbps so you do need sufficient
capacity.

Properly configuring a firewall is not rocket science: default DROP can get you quite far. In
other cases you might want to configure rate limiting rules. This is a snippet from our
JunQOS config:
term RATELIMIT-SSDP-UPNP {
from {
destination-prefix-list {
ANYCAST;
b
next-header udp;
source-port 1900;
b
then {
policer SA-POLICER;
count ACCEPT-SSDP-UPNP;
next term;
b
b

But properly configuring firewall requires some Internet hygiene. You should avoid using
the same IP for inbound and outbound traffic. For example, filtering a potential NTP DDoS



will be harder if you can't just block inbound port 123 indiscriminately. If your server
requires NTP, make sure it exits to the Internet over non-server IP address!

Capacity game

While having sufficient network capacity is necessary, you don't need to be a Tier 1 to
survive amplification DDoS. The median attack size we've received was just 3.35Gbps,
average 7Gbps, Only 195 attacks out of 6,353 attacks recorded - 3% - were larger than

30Gbps.
All attacks in Gbps: min:0.04 avg:7.07 med:3.35 max:78.03 dev:9.06 count:6329

All attacks in Gbps:

value |-------—--—-mm count

32 | *xxx 157
64 | 14

But not all Cloudflare datacenters have equal sized network connections to the Internet. So
how can we manage?

Amsterdam San Jose
1.2.3.0/24 1.2.3.0/24
London Los Angeles
5 — Internet +— 5
1.2.3.0/24 1.2.3.0/24
Moscow \ New York

1.2.3.0/24 1.2.3.0/24

Cloudflare was architected to withstand large attacks. We are able to spread the traffic on
two layers:


https://blog.cloudflare.com/how-cloudflares-architecture-allows-us-to-scale-to-stop-the-largest-attacks/

0 Our public network uses Anycast. For certain attack types - like amplification -
this allows us to split the attack across multiple datacenters avoiding a single
choke point.

Additionally we use ECMP internally to spread a traffic destined to single IP
address across multiple physical servers.

O«

In the examples above, | showed a couple of amplification attacks getting nicely distributed
across dozens of datacenters across the globe. In the shown attacks, if our router firewall
failed, our physical servers wouldn't receive more than 500kpps of attack data. A well
tuned iptables firewall should be able to cope with such a volume without a special kernel
offload help.

Inter-AS Flowspec for the rest

Withstanding reflection attacks requires sufficient network capacity. Internet citizens not
having fat network cables should use a good Internet Service Provider supporting
flowspec.

Flowspec can be thought of as a protocol enabling firewall rules to be transmitted over a
BGP session. In theory flowspec allows BGP routers on different Autonomous Systems to
share firewall rules. The rule can be set up on the attacked router and distributed to the
ISP network with the BGP magic. This will stop the packets closer to the source and
effectively relieve network congestion.

Unfortunately, due to performance and security concerns only a handful of large ISP's
allow inter-AS flowspec rules. Still - it's worth a try. Check if your ISP is willing to accept
flowspec from your BGP router!

At Cloudflare we maintain an intra-AS flowspec infrastructure, and we have plenty of war
stories about it.

Summary

In this blog post we've given details of three popular reflection attack vectors: NTP, SSDP
and DNS. We discussed how the Cloudflare Anycast network helps us avoid a single choke
point. In most cases dealing with reflection attacks is not rocket science though sufficient
network capacity is needed and simple firewall rules are usually enough to cope.

The types of DDoS attacks we see from other vectors (such as IoT botnets) are another
matter. They tend to be much larger and require specialized, automatic DDoS mitigation.
And, of course, there are many DDoS attacks that occur using techniques other than
reflection and not just using UDP.


https://conference.apnic.net/data/41/apricot-ddos-mitigation-using-flowspec_1456208439.pdf
https://blog.cloudflare.com/todays-outage-post-mortem-82515/
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https://blog.cloudflare.com/kernel-bypass/
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https://blog.cloudflare.com/kernel-bypass/

APPENDIX B

Say Cheese: a snapshot of the massive
DDoS attacks coming from loT cameras
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Over the last few weeks we've seen DDoS attacks hitting our systems that show that
attackers have switched to new, large methods of bringing down web applications. They
appear to come from an loT botnet (like Mirai and relations) which were responsible for
the large attacks against Brian Krebs.

Our automatic DDoS mitigation systems have been handling these attacks, but we thought
it would be interesting to publish some of the details of what we are seeing. In this article
we'll share data on two attacks, which are perfect examples of the new trends in DDoS.

BY 2.0 image by E Magnuson

In the past we've written extensively about volumetric DDoS attacks and how to mitigate
them. The attacks are distinguished by their heavy use of L7 (i.e. HTTP) attacks as opposed
to the more familiar SYN floods, ACK floods, and NTP and DNS reflection attacks.
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Many DDoS mitigation systems are tuned to handle volumetric L3/4 attacks; in this
instance attackers have switched to L7 attacks in an attempt to knock web applications
offline.

Seeing the move towards L7 DDoS attacks we put in place a new system that recognizes
and blocks these attacks as they happen. The L7 mitigator recognizes attacks against a

single host and distributes a fingerprint that protects all 4 million Cloudflare customers.
We'll write more about it in the future.

HTTP Requests per second

Often when DDoS attacks are reported the size of the attack is reported in Gbps (or even
Tbps), but there are many ways to measure the size of an attack.

For L7 HTTP-based attacks it also makes sense to measure requests per second. That's
because, unlike volumetric L3/4 attacks, HTTP-based attacks eat up resources by making
actual HTTP requests to the attacked server.

Recently we were hit by a couple of unusually large L7 attacks, crossing 1 million HTTP
requests per second (1 Mrps). Here is one of them:

HTTP attacks

1.5 Mrps

1.0 Mrps

0 Mrps

01:30 01:40 01:50 02:00 02:10 02:20 02:30 02:40 02:50

This attack continued for 15 minutes. Multiple recent attacks had >1 Mrps and lasted for
minutes.

This particular attack peaked at 1.75 Mrps. It was composed of short HTTP requests
(around 121 bytes per request), without anything unusual in the HTTP headers. The
requests had a fixed Cookie header. We counted 52,467 unique IP addresses taking part in
this attack.



